BRAIN COMPUTER INTERFACE SYSTEM FOR UAV TARGET SEARCHING
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Abstract

This paper proposes a Brain Computer Interface (BCI) system for unmanned aerial vehicle (UAV) indoor space target searching. The monocular vision navigation subsystem provides three-dimensional (3D) space feasible flight directions. To realize four-class motor imagery (MI) electroencephalogram (EEG) features extraction (left/right-hand, feet and tongue), the decision subsystem adopts a mathematical paradigm combining “one versus one” (OVO) and “one versus rest” (OVR) to traditional Common Spatial Pattern (CSP). Simultaneously, it utilizes a 2-layer hierarchical support vector machine (HSVM) to realize the feature classification and final feasible flight direction decision. The actual indoor space target searching experiment verifies that this BCI system has good adaptability.
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Introduction. With the improvement of control theories, computer technologies and artificial intelligence, the unmanned aerial vehicle (UAV) has got more attention in object detection and tracking [1], indoor target searching and task scheduling [2], intelligent traffic policing and emergency response [3], etc.
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BCI system can build communication channel between spontaneous brain electrical activities inspired by cerebral cortex nerve cells and external devices using electroencephalogram (EEG) signals. It can be implemented in various ways such as P300 \(^4\), steady-state visual evoked potential (SSVEP) \(^5\) and MI \(^6\), etc. Since MI does not rely on external stimuli, it has better controllability and potential application prospects, such as devise control in virtual reality environment \(^7\), mental fatigue process detection \(^8\), hand movement direction decoding for stroke recovery and rehabilitation \(^9\), etc. To accomplish indoor three-dimensional (3D) space target searching using UAV, Shi et al. \(^2\) designed a Electrooculography (EOG) and EEG-based hybrid computer interface (HCI) system. This HCI system added an interface subsystem to complete horizontal and vertical MI tasks switching. They adopted Continuous Wavelet Transform (CWT) to detect continuous blinking EOG features. However, it cannot directly realize 3D flight direction selection and flight control.

To solve this problem, this paper proposes an indoor 3D space target searching BCI system with monocular vision navigation and decision subsystems for a low speed UAV. To design the monocular vision navigation subsystem, different methods can be utilized to deal with the obstacles detection and avoidance, such as building 3D obstacle model \(^10\), calculating obstacles depth \(^11\), and using stereo camera to implement obstacles estimation at short range \(^12\). These methods estimate the size and position of obstacles and calculate the distance relationship between obstacles and UAV. However, they are computationally and time-intensive. Thus, the monocular vision navigation subsystem used in Shi et al., \(^13\) was applied. It utilizes the Scale Invariant Feature Transform (SIFT) and Brute-Force (BF) methods to extract the key points of obstacles, complete the key points matching and optimization, and supply the feasible flight directions for decision subsystem. The decision subsystem is constructed based on the analysis of MI tasks (left/right-hand, feet and tongue) EEG collected from 15 electrodes. Feature extraction is employed to get the regular patterns of brain activities from the gathered raw MI tasks EEG signals. To implement the four-class classification, a mathematical paradigm combining “one versus one” (OVO) and “one versus rest” (OVR) to the traditional Common Spatial Pattern (CSP) was used \(^14\). In addition, the Hierarchical Support Vector Machine (HSVM) is applied to complete feature classification.

The rest of this paper is organized as follows. The methods and experiments used in this paper are explained in Section 2. Sections 3 and 4 present the actual indoor target searching experimental results and discussions. Section 5 describes the conclusion.

**Experimental. MI data acquisition.** In accordance with the international 10–20 system, the Neuroscan (NuAmps) with 40 channels Ag/AgCl electrodes is closely attached to subject’s scalp. The linked ears electrodes are used as the reference. The EEG signals are stored as digital signals at 250 Hz with 22 bit by
FT7, FC3, FCZ, FC4, FT8, T3, C3, CZ, C4, T4, TP7, CP3, CPZ, CP4, and TP8 electrodes.

**MI data preprocessing.** Firstly, the 50 Hz notch filter is utilized to remove the power noise from the collected EEG signals. Secondly, the 3–34 Hz bandpass filter is used to eliminate the high-frequency noise. Finally, the 5-layer wavelet packet decomposition is applied to analyze the filtered EEG signal. The experimental results show that the amplitude of reconstructed EEG signal is very weak in the range of 25–34 Hz and hardly changes during the process of executing the MI tasks. Therefore, the EEG signals in 3–24 Hz frequency band are selected for MI tasks feature extraction and classification.

**MI feature extraction.** The OVO and OVR strategies are applied to implement feature extraction for the left-hand MI task (class 1, movement to turn left), right-hand MI task (class 2, movement to turn right), two feet MI task (class 3, movement to fly up) and tongue MI task (class 4, movement to fly down).

In OVO strategy, let $X_i \in \mathbb{R}^{T \times N}$ ($i \in \{1, 2\}$) be MI task EEG signal for the reconstructed class $i$, $N$ is the channel number, $T$ is the number of time series samples per channel for a single training. Define the covariance of the single training sample for class $i$ as:

$$C_i = \frac{X_i X_i^T}{\text{trace}(X_i X_i^T)};$$

where $X_i^T$ is the transpose of $X_i$; $\text{trace}(X_i X_i^T)$ is the sum of the elements on the matrix’s main diagonal. The spatial covariance $C_i$ is calculated by averaging all samples trained in each group. Define the composite spatial covariance $C$ as:

$$C = C_1 + C_2 = U_0 \land U_0^T,$$

where $U_0$ is the eigenvector matrix; $\land$ is the diagonal matrix of eigenvalues in descending order. The whitening transform can be described as follows:

$$P = \land^{1/2} U_0^T.$$

The spatial covariance $C_1$ can be redescribed as:

$$S_1 = PC_1 P^T = B \land_1 B^T, \quad S_2 = PC_2 P^T = B \land_2 B^T,$$

where $S_1$ and $S_2$ share the eigenvectors. Since $\land_1 + \land_2 = I$, the maximum eigenvalue in $S_1$ corresponds to the minimum eigenvalue in $S_2$. The eigenvectors in $B$ are used for the classification. When the whitened EEG signal is mapped to the first and last eigenvectors, the optimal eigenvector of the EEG signal for distinguishing two classes will be obtained. The mapping matrix and the mapping process of a training sample can be given by:

$$W_{12} = B^T P.$$
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\[ Z_{12} = W_{12}X. \]

The rows and columns of the mapping matrix \( W_{12} \) can be considered distribution eigenvectors of EEG signals, and common space pattern, respectively. According to Eq. (6), MI features for classification can be extracted by decomposing the whitened EEG signal.

In OVR strategy, one class is defined as the target class, and the others are defined as the opposite class. The CSP is utilized to calculate the covariance and whitening transform for each training. However, the common space pattern is calculated differently:

\[ C = C_1 + C_{1r}, \quad C_{1r} = C_2 + C_3 + C_4. \]

After the whitening transform,

\[ S_{1r} = P_{1r}C_{1r}P_{1r}^T = B_{1r} \wedge_{1r} B_{1r}^T, \quad \wedge_{1} + \wedge_{1r} = I. \]

The mapping matrix and mapping process of single training can be described as:

\[ W_1 = B_{1r}^TP_{1r} \]

\[ Z_1 = W_1X. \]

Calculating the feature vector \( f_i \) using Eq. (11):

\[ f_i = \log \left( \frac{\text{VAR}_i}{\sum_{i=1} \text{VAR}_i} \right), \]

where \( \text{VAR}_i \) represents the best-mapped variance matrix of \( Z_1 \). Finally, the obtained feature vector is expressed as:

\[ f = [f_{12}, f_{13}, f_{14}, f_{23}, f_{24}, f_{34}, f_1, f_2, f_3, f_4], \]

where \( f_{12}, f_{13}, f_{14}, f_{23}, f_{24} \) and \( f_{34} \) represent the extracted feature vector corresponding to OVO strategy, \( f_1, f_2, f_3, \) and \( f_4 \) represent the extracted feature vector corresponding to OVR strategy.

**MI feature classification.** In the HSVM method, four OVR (first layer) and six OVO (second layer) SVM classifiers are used, respectively. In the first layer classification process: 1) If only one OVR classifier obtains the valid result (the other three are invalid), this result is the final classification output result; 2) If any two OVR classifiers get the valid results (the other two are invalid), the two results are input to the corresponding OVO classifier for the second layer classification. The classification result is the final classification output; 3) If more
than two OVR classifiers acquire the valid results, the four MI tasks EEG signals are input to the six OVO classifiers for the second layer classification. If more than three OVO classifiers get the same classification result, it will be output as the final classification result.

**Actual indoor target searching experiment. Experiment setup.**

Twelve healthy subjects (three males and three females (subjects 1–6) had participated in calibration experiment, aged 20.2 ± 1.3 years; three males and three females (subjects 7–12) had not participated in the calibration experiment, aged 20.8 ± 1.4 years, were invited to complete this experiment. Subjects attached electrode caps and sat comfortably in an armchair. The real-time video and feasible flight directions sent by UAV were displayed on the monitor in the first field of view. The searching target is hung on the “Target”. Subjects do not know its position and take off UAV at “Start”. This experiment consisted of one upward, two downward, one cylindrical, four rectangular obstacles, one non-flying zone and two walking people. Subjects are previously unfamiliar with the experimental environment and completed this experiment on the same day. The decision subsystem was run on DELL XPS8940 with i7-11700 CPU, RTX 3060Ti graphics card and 32 GB RAM.

**UAV flight control.** Subjects take off and land UAV manually. They utilize MI tasks to select corresponding feasible flight direction. If subjects select a feasible flight direction, it is set as autonomous flight direction of UAV subsequently. During this process, UAV remains hovering. If subjects do not select all feasible flight directions, they must control UAV using MI tasks (left-hand to turn left, right-hand to turn right, two feet to fly upward and tongue to fly downward) independently until next time feasible flight directions selection. The decision subsystem sends control instructions per 30 ms. If UAV does not receive any control instruction in 2 s, it will hover and wait for receiving control instruction. Once UAV encounters someone walking towards it, the UAV will retreat and re-provide feasible flight directions automatically.

**Results and discussion. Results for actual indoor target searching experiments.**

Figure 1 a, b indicates the actual trajectories of subjects 1–12. Table 1 illustrates the distance error (DE, mean ± S.D.), rotation error (RE, mean ± S.D.), time cost (TC) and classification accuracy (CA) results of subjects 1–12.

To verify the performance of this BCI system, this experiment is divided into two parts in accordance with the trajectories in Fig. 1(b). Table 2 describes the time cost, classification accuracy, distance errors and rotation errors results of subjects 7–12 (1 and 2 represent the first and second part, respectively).

In Figure 1, subjects 2 and 5 had cost the minimum time and MI tasks. They had the best distance and rotation errors. Since subjects did not know the position of “Target”, subjects 1, 3 and 4 chose a feasible flight direction away from the “Target” at the intersection. Subjects 1–6 were able to complete the
 feasible flight direction selection well. Because subjects 7–12 were not familiar with MI tasks or performed incorrect MI tasks, they had large distance errors and
rotation errors. Subjects 7–12 did not select all feasible flight directions (without executing MI tasks within 5 s). They must execute MI tasks to control UAV independently until next time feasible flight directions selection. Due to the short time adaptation, the second half of actual flight trajectories of subjects 7–12 were close to subjects 1–6. In the blue marked areas, the trajectories were relatively chaotic. The reason is that UAV automatically retreats and then flies forward to avoid people.

In Table 1, the distance and rotation errors of subjects 7–12 are about 1.5 times higher than those of subjects 1–6 and they use more time and MI tasks. The average time cost of subjects 7–12 is longer than that of subjects 1–6, about 110 s, and the average classification accuracy is reduced by about 12%. From another aspect, it can be inferred that subjects 7–12 can master how to use this BCI system in a short time and successfully complete actual indoor space target searching experiment. It verifies that this BCI system has good adaptability.

As shown in Table 2, subjects 7–12 did not choose the feasible flight direction in the first part. They had to execute MI tasks to control UAV independently. They took more time, had lower classification accuracy and produced larger distance and rotation errors. In the second part, subjects 7–12 basically mastered the MI tasks, so the classification accuracy was close to the average accuracy. The distance errors and rotation errors were significantly reduced. The distance errors and rotation errors of subjects 7–12 were reduced to 6.92 ± 1.9 – 7.46 ± 2.2 cm, and 7.21 ± 2.0° – 8.44 ± 2.2°, respectively. The average distance errors decreased by about 5.32 cm and the average rotation error was reduced by about 5.86°. Subjects 7–12 mastered the four MI tasks quickly and the control accuracy of the second part was also close to subjects 1–6. It indicates that this BCI system has good adaptability.

Compared with other research, the average time for subjects 1–12 to realize the indoor target searching experiment was reduced by about 20 s [2]. The reason is that this BCI system replaces the interface switching subsystem with the feet and tongue MI tasks. However, the classification accuracy was reduced by about 21%. The main reason is that the four-classification difficulty and complexity are significantly greater than two-classification strategy. Since subjects only need to execute four kinds of MI tasks to select provided directions, it greatly reduces the burden of subjects.

**Conclusion.** This paper puts forward a BCI system to achieve indoor space target searching using a low speed UAV. It utilizes the SIFT algorithm and BF algorithm to extract key points and match the extracted feature points. To build the decision subsystem, the OVR and OVO strategies based on CSP and 2-layer HSVM method were employed to extract four kinds of MI tasks EEG features and complete the feature classification respectively. The actual indoor space target searching experiment verifies that this BCI system has good adaptability and stability. This BCI system directly implements 3D feasible flight direction selection.
and only performs the MI tasks selecting feasible flight directions. It minimizes
the burden of subjects and enables them to accomplish the control tasks for a
long time.
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